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Abstract—This paper studies interpolated finite impulse 

response filters (IFIR). It looks how these filters are done, its 

advantages and its effects on both the impulse response and 

magnitude response. It also shows on other techniques on how 

IFIR filters are done today, and discusses its advantages for each 

type of filters.  

Index Terms—Interpolation, upsampling, Finite Impulse 

Response filters, impulse response, magnitude response. (key 

words) 

I. INTRODUCTION  

Finite impulse response (FIR) filters is one of the two 

primary types of digital types of filters, with the other type being 

Infinite impulse response filters (IRR). Having a FIR filter 

simply means that the impulse response of the filter is finite. In 

many of the cases, this means that the filter has no feedback. FIR 

filters can also contain feedback, however, these feedbacks need 

to be built in a certain method, in order to keep the impulse 

response of the filter finite.  

FIR filters have its advantages and disadvantages. Usually 

its advantages outweigh its disadvantages, making it one of the 

most used types of filters. Some advantages of FIR filters are 

that it can easily be designed to be a linear phase filter, so it will 

not affect the phase of the filter, while still having a delay to it. 

Another advantage of the filter is that it is easy to implement on 

microprocessors and are also suited for interpolation and 

decimation making the filter easier to work with when using a 

higher order. However, some disadvantages of the FIR filter 

include that it is not every response that makes it practical to 

implement FIR filters and it can also use more memory space in 

computers.  

There has been continuous studies on how to make FIR 

filters work better and faster. When using a very high sampling 

time in different signals, it makes it hard for a computer to follow 

with all the calculations in real time. On other times, the 

sampling rate is simply not fast enough, this brings a need for a 

increase of the sampling rate. Therefore there is a need for filter 

interpolation or decimation. This is when the sampling rate is 

increased or decreased respectively.  

This paper will focus on filter interpolation. It will study 

various innovative methods for interpolating a filter, analyzing 

each method and concluding a final method to use when using 

interpolation. 

II. THE PROBLEM 

In this paper, the study will be made by creating and 

analyzing different methods of interpolation on a narrow band, 

FIR filter. This filter will have the following specifications. 

 

Passband maximum ripple = 0.001; 

Stopband maximum ripple = 0.001;  

Passband edge frequency = 0.015π;  

Stopband edge frequency = 0.020π. 

 

III. USING AN OPTIMUM FIR FILTER 

To set a basic filter to compare the methods studied, a first 

filter will be implemented using the “firpm” function from 

MATLAB. This filter will be used to compare all the other filters 

from the other interpolated designs. 

 

To start figure 1 shows the impulse response of the filter. 

Figure 1 



  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As it can be seen it has a finite impulse response with 1288 

different impulses. This is because the calculated order of the 

filter was 1288. This was calculated using the Kaiser’s formula 

shown below.  

 

𝑀 =
−10 log10[𝛿𝑝𝛿𝑠]+13

14.6(𝜔𝑠− 𝜔𝑝)/2𝜋
 [1]  

 

In figure 3, the magnitude response of the filter is shown.  

 

As seen, the filter created has an extremely narrow pass 

band, with a very steep cut off frequency. The filter also has a  

-60db ripple.  

IV. UPSAMPLING & INTERPOLATION 

Upsampling is when zeros are included in between the 

samples. An example of this can be seen on the picture bellow. 

 

 

  

 

 

 

 

 

 

Interpolation is when you have an upsampler followed by a 

low pass filter. The low pass filter is there in order rebuild the 

signal after the interpolation. In figure 4 a two fold upsampling 

can be seen as a zero is inserted in every 2nd sample. This kind 

of interpolation becomes useful because through different 

interpolations, it can then be implemented in “parallel” as shown 

below, and it can work in a way to make the each of the filters 

to work at a slower sampling rate.  

 

 

Sometimes in a signal, as mentioned in the introduction, the 

sampling time of a signal can be too fast for a filter to work 

properly. This is one of the uses for interpolation as it 

significantly reduces the computational workload when 

compared to the normal filters [2].  

In Lyons paper [2], it is studied on how interpolated FIR 

filters are implemented. In the paper it is discussed on how the 

IFIR filter function can be expressed as 

 

𝐻𝑝𝑟(𝑧) =  ∑ ℎ𝑝𝑟(𝑘)𝑧−𝑘

𝑁−1

𝑘=0

 

                                               [2] 

 

In the equation above N is the length of hpr. Lyons discusses 

on how a IFIR can be implemented similar to figure 3. This is 

by adding gradually adding delays, as for each delay, interpolate 

the signal, according to its delay. This is seen on figure 4.  

So IFIR becomes useful becomes useful because it decreases 

the order of the filter that is needed to use the same filters. A 

perfect example to see the use of IFIR is in the example being 

Figure 2 

Figure 3 

Figure 4 

Figure 5 



studied in this paper since it is a narrow passband and a steep cut 

off frequency.  

As seen on the impulse response of the optimum FIR filter 

without interpolation there was a need of 1288 different samples. 

However, when upsampling the same filter by 2, it already 

changes the order of the filter to 362 samples as it can be seen in 

the figure below. 

 

The magnitude response can also be seen in figure 6. In figure 

6, it can also be seen, in red, the low pass filter from 

interpolation. The low pass filter is needed so the signal does 

not get repeated, since the signal is being compressed in the 

frequency domain. As the upsampling number increases, it can 

also be seen (figure 6) that the number of samples in the 

impulse response decreases.   

 

 

In figure 6, the filter, with the same specifications as listed in 

the beginning of the paper were done, however it was 

upsampled by 6. Clearly, in the impulse response for the 

figure abore, the samples are spread apart, a lot more than in 

the FIR filter. As Lyons mentions it in his paper, this gives the 

computer less effort to do the same computations as it would 

do using the normal FIR filter, making the computer do the 

computations a lot faster as well as being more efficient. The 

red line in figure 5, again, shows the low pass filter that is 

used so the signal is not repeated. This is because when a 

signal is upsampled, the signal is compressed, and it will then 

get repeated in the frequency domain, creating many periods. 

This also generates the need to use a low pass filter, so there is 

no aliasing happening.  

 

V. FREQUENCY RESPONSE MASKING FILTERS 

Frequency response masking (FRM) filters are another type 

of filters that can be used for narrow transitions bands, like the 

one studied in this paper. This type of filters usually produces 

sharper transition bands. The transfer function of a FRM filter is 

the following. 

 

𝐻𝐹𝑅𝑀(𝑧) = 𝐹(𝑧𝐿)𝑀(𝑧) + [𝑧−
𝐿(𝑛−1)

2 − 𝐹(𝑧𝐿)] 𝑀𝑐(𝑧)  

 

Where N is an odd integer and it means the length of F(z).  A 

FRM filter with a single stage is connected in parallel with the 

periodic filter with upsampling (F(zL)) and its delay periodic 

filer (the second part of the equation). A representation of a 

single stage filter can be seen in figure 7 [3].   

Figure 6 

Figure 7 



VI. RECURSIVE IFIR FILTERS 

Recursive filters are filters which have feedback in the 

system. It can have one or more of its outputs used as its inputs. 

This can usually end up as being a IIR filter, however, if 

implemented correctly, it can be used is a IFIR filter. A recursive 

IFIR filter can also increase computational efficiency as 

mentioned  by Lyons [4]. A diagram of a recursive IFIR filter 

can be seen in figure 8. 

  

The recursive part of this filter can be seen in the first part of 

the Rotated Sinc (RS) masking subfilter and also in the 

modified CIC (MCIC) Masking subfilter. In the RS subfilter, 

there is feedback when the signal has a z-3 delay but then it is 

later decimated to make the filter linear. [4] 

 

VII. CONCLUSION 

In this paper various methods of implementing Interpolated 

Finite Impulse Response were studied including recursive IFIR 

filters, using frequency response masking filters with IFIR, only 

using IFIR and using a FIR to build a filter.  

It was seen that for a narrow band, low pass filter, when 

using a optimum FIR, the order of the filter can be too high. This 

will require high amounts of computer power, making the filter 

inefficient and also a lot harder to implement. When using an 

IFIR, it could be seen that even though is a little bit harder to 

implement, it can make the filter a lot more efficient when doing 

the computer calculations. This is because it will change the 

impulse response of the system, giving it less samples and not 

requiring as much computer power to make all the calculations 

for the filter.  

Other possible ways of implementing interpolation into 

filters were also seen, however these were not implemented to 

see how they affect the impulse response of the filter and how 

much less computer power these filters would require. However 

papers listed in the references have shown and proved that 

recursive IFIR filters and using IFIR filters with different 

masking filters can require even less computer power to make 

calculations.  

It was also seen that the more the filter is interpolated the 

wider the impulse response will be, however, this will not 

always have a positive impact on the filter, since data can be lost 

in the interpolation since it is increasing the sampling time. This 

should be done carefully in order to figure out what is the best 

number for the filter to be upsampled by. 
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